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ABSTRACT

Wind power installations have been increasing in recent years. Because wind turbines can influence local

wind speeds, temperatures, and surface fluxes, weather forecastingmodels should consider their effects.Wind

farm parameterizations do currently exist for numerical weather prediction models. They generally consider

two turbine impacts: elevated drag in the region of the wind turbine rotor disk and increased turbulent kinetic

energy production. The wind farm parameterization available in the Weather Research and Forecasting

(WRF)Model calculates this drag andTKE as a function of hub-height wind speed.However, recent work has

suggested that integrating momentum over the entire rotor disk [via a rotor-equivalent wind speed (REWS)]

is more appropriate, especially for cases with high wind shear. In this study, we implement the REWS in the

WRFwind farm parameterization and evaluate its impacts in an idealized environment, with varying amounts

of wind speed shear and wind directional veer. Specifically, we evaluate three separate cases: neutral stability

with lowwind shear, high stability with high wind shear, and high stability with nonlinear wind shear. Formost

situations, use of the REWS with the wind farm parameterization has marginal impacts on model forecasts.

However, for scenarios with highly nonlinear wind shear, the REWS can significantly affect results.

1. Introduction

Wind energy has become increasingly important over

recent years. Wind energy contributed 6.3% of electric

power to the United States in 2017 (U.S. Energy

Information Administration 2018) and as of the fourth

quarter (4Q) 2017, the United States has 87 077MW of

cumulative, installed wind power capacity, with

28 668MW under construction (AWEA Data Services

2017). Globally, 539.6GW of wind power capacity is

installed, with 52.6GW of new construction added in

2017 (Global Wind Energy Council 2018). Wind power

will likely continue to expand as the economics of re-

newable energy are becoming progressively favorable

(Williams et al. 2017; AWEAData Services 2017). With

this growth in mind, operational weather forecasting

models may need to consider how turbines affect the

atmosphere.

Observational studies have demonstrated that wind

farms can have microscale effects on atmospheric
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properties such as winds, temperature, and heat and

moisture fluxes. Wind farms extract kinetic energy from

the wind, resulting in wakes (Lissaman 1979; Högström
et al. 1988; Wang and Prinn 2010; Iungo et al. 2013;

Smith et al. 2013). Several studies have found a night-

time warming trend downwind of wind farms (Baidya

Roy andTraiteur 2010; Zhou et al. 2012; Smith et al. 2013;

Rajewski et al. 2013; Armstrong et al. 2016; Rajewski

et al. 2016), which is likely due to vertical mixing induced

by turbine operation. Daytime increases in upward latent

heat flux and downward CO2 flux also occur (Rajewski

et al. 2013). As these effects are not negligible, they

should be considered in weather models.

To account for turbine impacts, wind farm parame-

terizations (WFPs) have been developed for mesoscale

models (Baidya Roy et al. 2004; Baidya Roy 2011; Fitch

et al. 2012). Baidya Roy et al. (2004) implemented a

parameterization in the Regional Atmospheric Model-

ing System (RAMS) to evaluate how wind farms impact

local-scale atmospheric dynamics. This WFP modeled

turbines as both a momentum sink and a turbulence

source, and showed that turbines have small impacts

on surface sensible heat fluxes and evapotranspiration,

presumably due to the increased near-ground turbu-

lence. The study also found that turbines significantly

reduce wind speeds around hub height. Blahak et al.

(2010) and Fitch et al. (2012) later developedWFPs for

theWeather Research and Forecasting (WRF)Model.

Fitch et al. (2012) expanded upon Blahak et al.’s (2010)

parameterization efforts by basing the momentum extract-

ed from the atmosphere on the manufacturer-specified

turbine thrust coefficient.

Some studies have compared WRF wind farm mod-

eling results with observations, and most note some bias

in the parameterization. Comparisons between the WRF

WFP and power data taken at the Horns Rev wind

farm off the coast of Denmark found that simulations

with the WFP qualitatively reproduced wake struc-

tures but overall underforecasted power production

for downstream turbines (Jimenez et al. 2015). An ad-

ditional study comparing WRF WFP mesoscale simu-

lations with data collected in an onshore wind farm in

the U.S. Midwest came to a similar conclusion: theWFP

improved wind power predictions, but again under-

estimated power production at downwind turbines (Lee

and Lundquist 2017a). Conversely, Vanderwende et al.

(2016) compared the WRF WFP to turbine-resolving

large-eddy simulations and found in this case that the

WFP overestimated TKE production and underestimated

the magnitudes of the wakes. And, regarding impacts on

near-surface temperatures, Xia et al. (2017) showed that

although the WFP reproduced larger-scale, wind farm–

driven warming signals consistent with observations, it

also caused a nighttime, downwind cooling effect that is

currently unverified by measurements.

Before including a WFP in an operational weather

forecasting model, the WFP should accurately repre-

sent the interactions of wind turbines with atmospheric

events, for all possible scenarios. Aside from the suspected

bias in the WRF WFP, certain situations may arise in

which it does not behave as expected. For example, during

mountain–valley cold pool mix-out events, strongly strat-

ified cold air is trapped and shielded from higher wind

speeds aloft. Robust vertical wind shear develops at the

interface between the cold pool and free troposphere,

producing turbulence, which begins to erode the stable

layer. Eventually, the overheadwinds descend low enough

to intersect the turbine rotor layer, resulting in episodes of

very high wind shear profiles across the rotor plane. These

cold pool events in complex topography occur with regu-

larity; 120 events occurred in the Columbia River basin

between 1989 and 1999 (Whiteman et al. 2001), and in the

recent second Wind Forecasting Improvement Project

(WFIP2), at least 8 have been recognized between

November 2015 andDecember 2016 (Wilczak et al. 2018,

manuscript submitted to Bull. Amer. Meteor. Soc.).

Because the WRFWFP only considers hub-height wind

speeds in its physics calculations, it may return inaccu-

rate results for cold pool mix-outs.

In light of this potential for error and aforementioned

biases in the WRF WFP, we propose two modifications

that aim to improve the representation of wind farms in

high wind shear environments. In the following section,

we summarize the existing WRF WFP and discuss the

components of a revisedWRFWFP (RWFP). TheRWFP

testing setup is explained in sections 3 and 4, testing results

are presented in section 5, and section 6 details the con-

clusions from this study.

2. Wind farm parameterization

WRF is a popular community modeling framework

(Skamarock et al. 2008; Powers et al. 2017) upon which

many regional weather models have been built, including

the National Oceanic and Atmospheric Administration

(NOAA)’s High Resolution Rapid Refresh (HRRR).

Included in the WRF distribution is a wind farm param-

eterization, which has been well documented (Fitch et al.

2012, 2013a; Fitch 2015, 2016) and has been employed at

regional (Jimenez et al. 2015; Volker et al. 2015; Lee and

Lundquist 2017a,b) and continental scales (Vautard

et al. 2014).

a. Current distribution of WFP

The Fitch et al. (2012, hereafter F2012) parameteri-

zation comes packaged in the WRF distribution. Users
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must specify turbine properties, such as hub-height, rotor

diameter, maximum power output, and they must also

provide power and thrust coefficient curves. Most of the

parameterization derivations are explained in detail in

F2012 and Fitch et al. (2013b). Updates made to the WFP

in 2015 are documented in the model code and addressed

in a note (Fitch 2016). Some important aspects and as-

sumptions of the currentWRFWFP are highlighted below.

1) POWER GENERATION

Power generation in the model assumes that turbines

are driven by the hub-height wind speeds, with a con-

stant sea level air density of ra 5 1.23 kgm23. It should

be noted that this assumption may introduce calculation

errors at high elevations. However, for the code to ac-

count for variable atmospheric pressure would also re-

quire one to obtain pressure-specific power curves for

each turbine used in a simulation, as the power curve

delivered with the turbine is rated based on empirical

testing done at sea level. Often this information is pro-

prietary, so theWFP as it is assumes sea level air density

throughout the domain. Power production from an in-

dividual grid cell is defined as

P
ij
5

1

2
(C

p
r
a
jU

H
j3A

T
N

T
)
ij
. (1)

Here, jUH j is hub-height wind speed, CP is the turbine

power coefficient at the hub-height wind speed,AT is the

turbine swept area defined as AT 5 (p/4)D2, and NT is

the number of turbines per grid cell, located at (i, j).

Power output is calculated every time step for each grid

cell containing a turbine.

2) TKE AND MOMENTUM TENDENCIES

The WRF WFP assumes that all turbines in a partic-

ular grid cell are driven by the mean wind speed in that

grid cell and subgrid-scale heterogeneity is ignored.

Further, the momentum drag and turbulent kinetic en-

ergy (TKE) (or kinetic energy per unit mass in m2 s22)

produced by each turbine are evenly distributed through

the cell and no explicit wake interactions occur between

turbines in a given model grid cell. To calculate the sum of

individual turbines F2012 introduced a wind farm density

variable, which is defined as the number of turbines per

square meter. The wind farm density is multiplied through

the drag and TKE tendency equations to determine the

full impact of the turbines on a per-grid-cell basis.

The parameterization assumes that the drag force

induced by the turbines on the atmosphere is defined

by the basic drag equation:

F
D
5

1

2
r
a
U2A

T
C

D
. (2)

Here,U is the velocity vector, defined asU5 (u, y), and

CD is the coefficient of drag—in this case, it is equivalent

to the turbine thrust coefficientCT , which is a function of

wind velocity and is specific to the turbine used.

The change in atmospheric kinetic energy (KE) (in

kgm2 s22) from air–turbine interactions, therefore, can

be derived as follows:

›KE
Drag

›t
52

1

2

ð
AT

C
T
r
a
jUj3 dA . (3)

For numerical simulations, this equation must be

discretized across model vertical levels, wind compo-

nents, and horizontal grid cells, andmust account for the

possibility of multiple turbines per grid cell. Addition-

ally, the assumption is made that turbines do not affect

vertical winds. In the WRF WFP, Eq. (3) is therefore

discretized as

›KE
ijk

›t
5

›jUj
ijk

›t
jUj

ijk
r
a
(z

k11
2 z

k
)DxDy , (4)

where i and j represent model grid locations in the hori-

zontal and k represents individual model vertical layers.

The wind vector in Eq. (4), therefore, is taken from the

grid cell under evaluation (not necessarily at hub height).

By defining the wind farm density variable as Nt, the

momentum tendency can be then derived as

›jUj
ijk

›t
52

1

2
Nij

t CT
jUj2ijkAijk

(z
k11

2 z
k
)

. (5)

The parameterization assumes that all energy extracted

by turbines that is not converted to electricity instead

generates TKE:

›TKE
ijk

›t
5

1

2
Nij

t CTKE
jUj3ijkAijk

(z
k11

2 z
k
)

, (6)

with the TKE coefficient CTKE 5CP 2CT .

Revisions to the WRF code since F2012 have added

in a ‘‘normalization’’ factor (Blahak et al. 2010) that is

multiplied through Eqs. (5) and (6) for eachWFP-active

grid cell. As shown in Eq. (1), the estimate of power

using the turbine-specific power curve is only a function

of the hub-height wind speed. However, as shown in

Eqs. (5) and (6), the multilayer total tendency calcula-

tions employed in the WFP are summations that use

wind speeds valid at eachmodel level. The normalization

factor aims to make these estimates equivalent, allowing

changes in themodel wind and TKE to be consistent with

total wind energy production, thus conserving energy.

This factor is defined as follows:
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ijk
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ijk

. (7)

The normalization factor and the power equation are the

only two calculations that use hub-height wind speed. It

follows that, similarly, the rotor-equivalent wind speed,

derived in the following two sections, will only affect

these two equations.

b. Rotor-equivalent wind speed

In the equations above, the hub-height wind speed

dictates how each turbine responds to the atmosphere.

However, the assumption that hub-height wind speed

and direction are representative of all wind flow across

the rotor plane is not always substantiated. Several

studies address this issue. Wagner et al. (2009) dem-

onstrates that the use of wind speeds at hub height to

represent the entire wind profile across the rotor swept

area has led to errors in power forecasting. Although

using hub-height wind speeds for power production

may be an adequate approximation for small turbines,

as turbines grow in size the uncertainties introduced by

this assumption also grow.

The rotor-equivalent wind speed (REWS) addresses

this problem by integrating momentum across the rotor

disk. By dividing the swept area into a series of hori-

zontal segments, one can calculate a weighted average of

the wind speeds:

REWS5 �
N

k51

A
ijk

A
T

jU
ijk
j . (8)

Here,Ak is the cross-sectional swept area within amodel

layer being evaluated, AT is the total cross-sectional

swept area of the turbine blades, and jUkj is the magni-

tude of the velocity vector in the layer being evaluated.

c. REWS, considering veer

Just as wind speed may vary across the turbine rotor

disk, wind direction may also vary. We therefore also

examine the implications of wind directional shear

across the rotor swept plane, or as we specifically define

it in this paper to include both clockwise and counter-

clockwise shear, veer. Veer can reduce the projected

turbine power output (compared with the assumption

that all wind intersecting the turbine is aligned normal

to the rotor plane). Additionally, veer can influence

the TKE generation and energy extracted from the

atmosphere in the same manner.

Choukulkar et al. (2016) and Clack et al. (2016) define

this veer component in their formulations of equivalent

wind speed. This definition builds upon the previously

defined REWS by adding directionality into the equa-

tion, as follows:

REWS
d
5 �

N

k51

A
ijk

A
T

jU
ijk
jcos(u

ijk
) . (9)

Here, uk is the angle between the wind direction and the

turbine axis, defined as the direction the turbine is fac-

ing. This value is zero at hub height. All other variables

are as previously defined. In the RWFP, we replace the

hub-height wind speed jUH j in Eq. (1) with REWSd

defined in Eq. (9). To account for veer in KE loss and

TKE generation, a factor of cos(uijk) is multiplied

through Eqs. (5) and (6).

Model layer depth can vary dynamically during a

simulation due to changing air temperatures. This

should not significantly affect the RWFP calculation, as

the parameterization is relatively insensitive to vertical

resolution (Fitch et al. 2012) and changes on the order of

doubling or halving the resolution are needed to effect

5%–10% changes in wake structures. Even with up to

108C temperature changes, layer depth would only see a

3% change, which is not large enough to meaningfully

affect wakes.

3. Modeling approach

All simulations are conducted using the Advanced

Research version of the WRF Model (WRF-ARW)

(Skamarock et al. 2008), version 3.8.1, with NOAA

internal edits to the code (Benjamin et al. 2016).

The idealized test environment has been simplified:

the land surface, radiation, cumulus, and microphysics

schemes have all been turned off, as in F2012.

a. Domain setup

The test environment attempts to replicate the ideal-

ized setup used in F2012. Two domains are set up in a

nested configuration, each with 202 3 202 horizontal

grid cells. The fine domain has a horizontal resolution of

1 km and is centered in the coarse domain, which has a

horizontal resolution of 3 km. The coarse grid has open

radiative boundary conditions. The lateral boundary

conditions of the fine grid are horizontally interpolated

from the coarse grid at each time step. The domains are

coupled using a one-way interaction, where values from

the interior domain are not returned to and cannot in-

fluence the outer domain. The time step is 9 s for the

coarse grid and 3 s for the fine grid. There are 81 vertical

levels, with the model top set at 20 km. A total of 28

vertical layers fall within the lower 200m of the model

and 11 layers intersect the rotor swept area (Fig. 1). The
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surface is flat with a specified roughness length of 0.01m

and a pressure of 1013 hPa. This surface roughness

length has been selected to minimize turbulent mix-

ing in the lowest model layer, to make it easier to

maintain stratification in the initialized profiles. An f

plane with a Coriolis parameter of 1024 s21 is used.

b. Physics

The simulation environment uses only surface layer

and planetary boundary layer physics. Both are param-

eterized using the Mellor–Yamada–Nakanishi–Niino

(MYNN) level-2.5 scheme (Mellor and Yamada 1982;

Nakanishi and Niino 2009). Under this scheme TKE

alone is treated as a prognostic variable, while all

other higher-order moments are diagnostically cal-

culated. Modifications to the MYNN scheme’s LES-

derived closure constants (Benjamin et al. 2016, their

appendix B), which are employed in this study, com-

pletely remove the critical Richardson number (Ri) of 1,

allowing very small mixing to occur even at very large

Ri. Given enough time, wind shear will always mix out.

Initializing profiles withRi5 2 was found to be sufficient

to maintain quasi-steady-state, high vertical wind shears

for the time lengths used in test simulations. TheMYNN

uses a dynamic turbulence length scale that varies ac-

cording to atmospheric static stability and TKE. TKE

advection has been enabled in the boundary layer. For

these simulations, the model is configured such that only

the surface momentum flux is calculated in the MYNN

surface layer scheme, as the heat and moisture fluxes are

turned off. The atmosphere is dry and remains dry in the

absence of these surface fluxes. This simplified configu-

ration is the same one used by F2012 and is employed

here so that comparisons between the two studies may

be made.

The wind farm is laid out in a 10 3 10 grid, with one

turbine per cell, centered in the fine domain. The coarse

grid contains no wind turbines. In contrast to F2012, an

open source 1.5-MW wind turbine, based off the GE

SLE 1.5MW, is used for the farm, with a hub height of

80m and a rotor diameter of 77m (Schmitz 2011). The

cut-in speed is 3m s21 and the cut-out speed is 25m s21

(Fig. 2).Winds blowing outside of this velocity rangewill

not rotate the blades or generate power. Power output

reaches its maximum at wind speeds of 12ms21, above

which it remains approximately constant before even-

tually cutting out.

c. Dynamics

The WRF Model uses a third-order Runge–Kutta

time integration scheme. The model is configured to

reduce the impacts of gravity waves on the simulation

results by using an implicit gravity wave dampening

layer in the uppermost 5 km of the model domain, in

accordance with Klemp et al. (2008), to prevent gravity

wave reflection off the model top.

Simple horizontal diffusion is employed, with second-

order diffusion gradients calculated along coordinate

surfaces, which do not use full metric terms. The hori-

zontal eddy diffusion is calculated using the Smagorinsky

first-order closure approach with a coefficient of 0.25.

Additionally, sixth-order horizontal diffusion has been

FIG. 1. Eta levels used for this study, as well as their

corresponding heights.

FIG. 2. Power curve for the PSU Generic 1.5MW Wind Turbine

(Schmitz 2011).
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activated on model levels, which prevents upgradient dif-

fusion and reduces 2-Dx wavelength-characterized noise

(Knievel et al. 2007).

d. Initial conditions

The RWFP is tested in a series of different idealized

atmospheric environments specified by a user-supplied

sounding. This sounding contains initial values of domain

potential temperature, pressure, inverse air density, and

winds, which are calculated using the geostrophic wind

balance and interpolated to eta levels.

To spin up the model, the entire setup—that is, both

domains in their full 3D configurations—is run without

the wind farm present for a period on the order of days

until a steady state is reached. Steady state is defined by

the reduction of the amplitude of inertial oscillations

in the winds throughout the domain to less than;2% of

the basic-state wind speeds. For each subsequent test

simulation, the model is restarted from this state, with

different WFP configurations. This method significantly

reduces the amount of computation resources needed,

as the simulation environment does not need to be spun

up for each test run.

4. Simulation overviews

Because of the large number of simulations evalu-

ated in this study, a set of acronyms has been defined

to reference each one from this point forward. The cases,

descriptions, and acronyms can be found in Table 1.

a. Neutral profiles (cases NF, NR, NV, NB)

A base case simulation is executed for verification

purposes. It uses the same initial and forcing conditions

as F2012. This environment has constant geostrophic

winds blowing at 10m s21 from the model bottom to

the model top. The atmosphere is neutrally stratified

up to 1000m, above which a lapse rate is initialized at a

constant, stable 3Kkm21. The surface temperature is

285K. After spinup, the atmosphere equilibrates into

a neutral thermal profile with slight variation in wind

speed and direction across the rotor plane (Figs. 3a,b).

This simulation is evaluated using both the WFP (NF)

and the RWFP (NR, NV, NB). Very little sensitivity

to the WFP modifications is anticipated in neutral

conditions, so we expect relatively consistent results

with F2012.

b. Stable profiles with linear wind shear
(cases SF, SR, SV, SB)

To assess the role of shear, a series of simulations

defined by linear wind shear across the rotor plane

is evaluated. The thermodynamics for these cases are

all strongly stable below 120m, with a lapse rate of

0.1Km21 from the ground to 40m and a potential tem-

perature profile defined by a Richardson number of 2

between 40 and 120m. Above 120m, the atmosphere

has a stable 3Kkm21 lapse rate, as in the previous cases.

The winds are calm at 0m s21 up to 40m, then increase

to 6, 8, or 10ms21 (cases ending with 06, 08, and 10,

respectively) between 40 and 120m, above which they

remain constant at these values. The winds are initialized

to blow zonally only. The robust near-surface inversion is

necessary to maintain wind shear in the model; without

substantial stability, thewinds wouldmix out to develop a

relatively uniform profile throughout the boundary layer.

These cases are only spun up for 5 days, which is sufficient

to limit noise from gravity waves propagating within the

model domain.

c. Nonlinear wind shear (cases MF, MR, MV, MB)

To further examine the effects of theREWS and veer

awareness, we evaluate a stable case with high wind

shear related to cold pool mix-out. The initial and forcing

conditions are based on observational data obtained during

WFIP2, a field campaign focused on improving model

forecasts of low-levelwindsover complex terrain (Shawet al.

2018, manuscript submitted to Bull. Amer. Meteor. Soc.).

The study relies on observations taken by a densemultiscale

networkof lidars, sodars, andwindprofiling radars located in

the U.S. Pacific Northwest’s Columbia River basin, where

numerous wind farms are located (Wilczak et al. 2018,

manuscript submitted toBull. Amer.Meteor. Soc.). Data

for the project were collected between 1 October 2015

and 31 March 2017 and have captured weather condi-

tions related to cold pools in mountain valleys.

We selected a cold pool mix-out event from 13 January

2016. The profile has been adjusted slightly because the

most prominent wind shear is visible across a larger and

higher plane than would affect most turbines currently

in operation, including the one we have used. Future

wind installations will be influenced by a mix-out event

like this one as turbines grow in size (Blaabjerg 2013;

Wiser et al. 2016).

To represent this mix-out event at discrete stages in an

idealized framework, a series of three simplified, stag-

gered profiles are simulated. The cold pool is depicted

by a layer of relatively calm, easterly winds. The top of

the cold pool varies by simulation, from 80 to 60m,

which represents the sinking of upper-level winds during

the mix-out. Above the cold pool are southwesterly

winds increasing in speed to 8m s21 at the top of the

rotor plane. To prevent rapid near-surface turbulence

generation and homogenization of the winds, a strongly

stable Richardson number of 2 is maintained for the

thermal profile from 0 to 120m. Above 120m, winds are
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held constant (both in direction and intensity), and the

lapse rate is stable at 3Kkm21 up to the model top.

5. Results

a. Comparison with F2012

An initial comparison with the F2012 results has been

conducted to verify proper setup of the simulation envi-

ronment and to assess how WRF updates in more recent

releases will impactWFP results. Some differences emerge

between the two studies, which may be explained by the

comparisons found inTable 2.Overall the findings validate

the domain and wind farm parameterization setup.

A wake evolves downwind of the wind farm, with

maximum wind speed deficits of 1.82m s21—stronger

than the F2012 maximum of 1.5m s21. The wake has an

e-folding distance through the center of the farm, along

the wind direction vector, of 27.3 km (Fig. 4a). About

2 km upwind of the farm, an induction zone wind speed

deficit begins to form, beginning at 20.04ms21 and

reaching 20.76ms21 at the farm’s leading edge. F2012

saw deficits peaking at 0.1m s21. A small acceleration

flanks thewake, with a slightly largermagnitude (0.2ms21)

on the north side than was seen by Fitch, whose maxi-

mum acceleration was 0.1m s21. Similar to F2012, the

deceleration of winds ahead of the wind farm extends

vertically, perturbing the top of the boundary layer

(Fig. 4c). Wind speed deficits peak at hub height, at the

rear edge of the farm.

The TKE impacts deviate from F2012 (Fig. 4b). Un-

like F2012, in this study TKE is enhanced within the

TABLE 1. Overview of idealized simulations.

Acronym for

run Stability

Wind speed (WS) change across

vertical region of interest

Delta T across

rotor disk RWFP or WFP?

Initial veer

across

rotor disk

NBASE Neutral Constant WS at 10m s21 Constant T at 280K No WFP No veer

NF Neutral Constant WS at 10m s21 Constant T at 280K WFP No veer

NR Neutral Constant WS at 10m s21 Constant T at 280K RWFP, REWS only No veer

NV Neutral Constant WS at 10m s21 Constant T at 280K RWFP, veer only No veer

NB Neutral Constant WS at 10m s21 Constant T at 280K RWFP, REWS and veer No veer

SF_06 Stable linear a. 0–6m s21 a. 284–311K WFP No veer

SF_08 b. 0–8m s21 b. 284–334K

SF_10 c. 0–10m s21 c. 284–365K

SR_06 Stable linear a. 0–6m s21 a. 284–311K RWFP, REWS only No veer

SR_08 b. 0–8m s21 b. 284–334K

SR_10 c. 0–10m s21 c. 284–365K

SV_06 Stable linear a. 0–6m s21 a. 284–311K RWFP, veer only No veer

SV_08 b. 0–8m s21 b. 284–334K

SV_10 c. 0–10m s21 c. 284–365K

SB_06 Stable linear a. 0–6m s21 a. 284–311K RWFP, REWS and veer No veer

SB_08 b. 0–8m s21 b. 284–334K

SB_10 c. 0–10m s21 c. 284–365K

MF_60 Stable mix-out Constant 2m s21 to a. 284–469K WFP 1358 at
MF_70 a. 60m b. 284–487K a. 60m

MF_80 b. 70m c. 284–515K b. 70m

c. 80m c. 80m

All increase to 8m s21 at 120m

MR_60 Stable mix-out Constant 2m s21 to a. 284–469K RWFP, REWS only 1358 at
MR_70 a. 60m b. 284–487K a. 60m

MR_80 b. 70m c. 284–515K b. 70m

c. 80m c. 80m

All increase to 8m s21 at 120m

MV_60 Stable mix-out Constant 2m s21 to a. 284–469K RWFP, veer only 1358 at
MV_70 a. 60m b. 284–487K a. 60m

MV_80 b. 70m c. 284–515K b. 70m

c. 80m c. 80m

All increase to 8m s21 at 120m

MB_60 Stable mix-out Constant 2m s21 to a. 284–469K RWFP, REWS and veer 1358 at
MB_70 a. 60m b. 284–487K a. 60m

MB_80 b. 70m c. 284–515K b. 70m

c. 80m c. 80m

All increase to 8m s21 at 120m
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FIG. 3. Postspinup wind direction and wind speeds for the (a),(b) neutral; (c),(d) stable; and (e),(f) mix-out

simulations.

1036 MONTHLY WEATHER REV IEW VOLUME 147

D
ow

nloaded from
 http://journals.am

etsoc.org/m
w

r/article-pdf/147/3/1029/4848195/m
w

r-d-18-0194_1.pdf by N
O

AA C
entral Library user on 30 June 2020



farm area and advected downwind of the turbines. The

increase in TKE is much lower than what was seen in

F2012, with a maximum value of 0.04m2 s22 at hub

height. The maximum increase in TKE across the entire

3D simulation area is 0.16m2 s22 and is seen above the

farm and downwind of the northeast corner (Fig. 4d). A

reduction in TKE occurs below hub height, with the

strongest decrease of 20.04m2 s22 occurring at about

35m above ground. Overall, the TKE impact of the

WFP is much weaker in this simulation than in F2012.

This difference may be attributed to developments to

the MYNN PBL scheme between WRF 3.3 and 3.8 as

well as from different turbine types used in this study

and F2012.

The power output of the farm is greatest in the front

line of turbines. Figure 5a displays the fractional power

output of each cell, defined as the time-averaged power

output of the cell divided by the maximum power output

of any cell. The lowest power output is found in the

northeast corner of the array, at location (10, 10), de-

viating slightly from F2012, which found that the

rear-line turbine directly downwind of the highest-

production turbine saw the greatest loss in power output.

The south-side turbines located near the southeastern

corner of the farm, at (8:10, 1), have a greater power

output than those located in the rows farther north.

These turbines are directly exposed to the southerly

wind component but are still partially shielded from

the turbines to the west. Overall, these results are

very similar to those found in F2012.

b. New physics options in F2012 setup
(cases NBASE, NF, NR, NV, NB)

Very little variation emerges between the neutral case

results using the WFP and the RWFP. Simulations have

been conducted with each of the following enabled:

veer-awareness (NV), the rotor-equivalent wind speed

(NR), and both options (NB). In general, the NR case

sees the largest differences in TKE, wind speed, and

power output, but these differences remain on the

order of less than one percent. Although the differences

between RWFP cases and the WFP case are negligible,

distinct spatial patterns between them do exist. These

patterns may grow in magnitude with larger turbine

arrays and faster wind speeds.

The wake strength is very slightly increased with

NB and NR when compared with the NF case, with

negligible change between NV and NF. The e-folding

distance in all three RWFP cases remains the same as

in the NF case. The largest difference in the magnitude

of the wake at hub height occurs in the NR case, where

the maximum deficit is 0.5%, stronger (Fig. 6a). These

differences in wake intensity are the greatest near the

rear of the farm and rapidly erode farther downwind.

TKE for all three test cases deviates only slightly from

the NF results. In general, TKE is increased with the

new physics options. The maximum TKE at hub height

increases by roughly 2% for the NR and NB cases. TKE

increases by only 1% for the NV case. These differences

are concentrated near the downwind side of the wind

farm area (Fig. 6b).

Overall power is increased for all three test cases, on

the order of 1.6% (not nominal) or less. The NR case

sees the greatest increase throughout the farm, at 1.4MW

total. Although production from the highest output tur-

bines decreases (29% for NR), output from the lowest

production turbines goes up by more (26.5% for NR),

resulting in a net overall increase in power output

(Fig. 5b). The NB simulation is dominated by the

REWS implementation, so its power values are com-

parable to those in the NR case. The NV simulation

deviates only slightly from the NF case.

These small differences between the test cases and the

NF simulation may be attributed to slight nonlinearities

in the wind shear profiles intersecting the rotor layer

(Figs. 3a,b), which affect the rotor-equivalent wind

speed and consequently influence the way turbines

interact with the atmosphere in these simulations.

This effect validates our hypothesis that the modifica-

tions will have a small impact in neutral environments.

We expect that an increased vertical wind shear would

have a greater effect on the model results.

c. Comparing stable cases, constant wind shear with
new physics (cases SF, SR, SV, SB)

As with the neutral case, few differences emerge be-

tween the WFP and the RWFP in the high wind speed–

shear cases. Although vertical wind shear is strong in

these simulations (Fig. 3c), the profile is linear and there

is no veer across the rotor swept plane (Fig. 3d). This

results in the REWS and hub-height wind speeds being

very similar for all cases. Therefore, the discrepancies in

waking, TKE development, and power generation once

TABLE 2. Comparison between F2012 and the present study.

F2012 Present study

Turbine Repower 5M Open-source GE

SLE 1.5MW

Temporal averaging 6 h 12 h

Skin surface temperature 285K 280K

Surface PRESSURE 1000 hPa 1013 hPa

Inversion location Unknown 200m

Eta levels Unknown Fig. 1

WRF version 3.3 3.8.1

WFP version 2011 2015

Nesting configuration Two-way One-way
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are again nominal, and nomeaningful difference emerges

between the SV and SF cases.

The SR_06 simulation sees the largest deviation from

the SF cases in all three evaluated output variables (wake

strength, TKE generation, and power production). At the

wake’s deepest point, it is enhanced by 0.5%, and at its

shallowest point it declines by 1.3%. Similarly, TKE is

increased by 7.7% at its peak, and reduced by 5% at its

minimum. Since wind speeds are already low in these

simulations, these changes in waking and TKE are

negligible. Overall power output is increased by 8.5%,

or 165 kW, which may also be considered insignificant

(not shown).

d. Comparing stable cases, nonlinear wind shear with
new physics (cases MF, MR, MV, MB)

Unlike the previous two cases, the cold pool mix-out

simulations present more significant differences be-

tween RWFP and WFP results. The wind speed and

wind direction profiles after spinup (Figs. 3e,f) are

highly nonlinear. This ‘‘staggering’’ of the two layers

impacts the weighted averaging of the RWFP so that

FIG. 4. Horizontal cross section of simulation domain taken at hub height showing the (a) wake and (b) TKE

generation. The black dashed outline indicates the wind farm. Vertical cross section taken through the center of the

wind farm, along the wind direction vector, showing the (c) wake and (d) TKEgeneration. The black dashed outline

indicates the wind farm, the gray lines show potential temperature, and the thick black dashed line is the top of the

boundary layer.
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the REWS deviates significantly from hub-height wind

speed. Additionally, this nonlinearity can dictate whether

the turbines turn on (MF_70, MV_70) or remain in-

activate (MR_70, MR_80).

The wake structures strengthen as the inversion moves

lower in the atmosphere, analogous to a cold pool being

mixed out. When the inversion is set at 80m, the turbines

do not activate, as both hub height and REWS wind

speeds are below the cut-in speed of 3ms21. At 70m,

wind speeds are high enough to turn on the turbines for

the MF_70 and MV_70 cases. However, the turbines in

MR_70 and MB_70 remain off. The influence of the

FIG. 5. (a) Fractional power output in each grid cell of the wind farm, defined as the temporal average of power

output in the grid cell divided by themaximumpower output of any grid cell over the simulation period. (b) Percent

difference in power output between the NF and NR simulations.

FIG. 6. Difference between the (a) waking and (b) TKE generation in the NR and NF simulations. Negative values

in (a) indicate a stronger wake, and positive values in (b) indicate greater TKE.
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REWS lowers wind speeds seen by the turbines to below-

cut-in levels. At 60m, all turbines are on. The M_60

simulations, therefore, highlight how the different WFP

physics influence the winds seen by the turbines and the

strengths of the wakes they produce (Fig. 7). The REWS

tends to reduce the wind speed driving the turbines during

cold-pool mix-outs, while veer awareness has a nominal

effect. Themaximumwake of theMR_60 case is weakened

by 4.7%. With veer-awareness added to REWS (MB), this

reduction in wake strength is slightly larger, 4.9%.

The differences in TKE generation are negligible,

with the greatest impacts being seen in the MB cases.

The largest change is a 12% reduction in the minimum

TKE produced in theMB_60 case, as compared with the

MF_60 case. However, since the TKE is already so low

to begin with, this change is trivial.

Power production begins as the inversion drops low

enough to raise wind speeds above the cut-in velocity of

3m s21. As was seen with the waking differences, the

REWS reduces the wind speeds driving the turbines.

FIG. 7. (a) Waking and acceleration of winds in the MF_60 simulation. Differences between the waking in

(b) MR_60, (c) MV_60, (d) MB_60, and MF_60. Positive values in (b)–(d) indicate a weakening of the wake.

Negative values along the flanks indicate a weakening of the acceleration on either side of the wake.
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Therefore, turbines in theMF andMV simulations cut in

when the inversion drops to 70m, but the MR and MB

cases do not experience strong enough winds to activate

their turbines until the inversion lowers to 60m (Fig. 8).

In these simulations, the smaller REWS, compared with

hub-height winds, results in 41.5% less power production

for MR_60 and 44% less for MB_60. Veer awareness

has a mixed, yet negligible, impact on power production.

At lower wind speeds (MV_70), it increases power output

by 3.2%; however, as the velocity increases, this impact

drops to 0.003% (not shown).

6. Discussion and conclusions

This study compares the WRF 3.8.1 WFP scheme

with a revised WFP (RWFP) that includes two new

wind-turbine physics options: 1) the use of the rotor-

equivalent wind speed (REWS) instead of hub-height

wind speed and 2) the consideration of wind veer across

the rotor swept plane. Several simulation environments

are set up and evaluated. All are run with the idealized

WRF framework. Comparisons are made between re-

sults obtained using the WFP and the RWFP. The first

set of simulations mirrors the neutral stability setup used

by Fitch et al. (2012). The second set of simulations is

run in a stable environment with linear wind shear across

the rotor layer. The final set of simulations represents

a cold pool mix-out—a phenomenon that occurs in the

Pacific Northwest’s Columbia River basin (Whiteman

et al. 2001).

Despite former studies emphasizing the potential

impact of the REWS, we find that there are few differ-

ences in wake development, TKE generation, and power

output between the WFP and RWFP for common neu-

trally and stably stratified cases.With a neutrally stratified

profile, wind shear is low, so the RWFP and the standard

WRF WFP scheme return similar results (a 0.5% differ-

ence in wake strength). In the stable profile cases, wind

shear is mostly linear across the rotor swept plane. The

REWS and hub-height wind speeds are therefore simi-

lar. The greatest difference in waking magnitude is 1.3%.

Although the physics changes exert someminor influence

FIG. 8. (a) Power output for the MF_60 simulation (in kW). Percent change in power output between (b) MR_60,

(c) MV_60, (d) MB_60, and MF_60.
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over the results, as indicated by spatial patterns, the

magnitude of the resulting differences is small enough to

be considered insignificant.

Even though the first two sets of simulations in-

dicated little impact from the RWFP, the RWFP does

have significant implications for the case of the cold pool

mix-out—an environment with high, nonlinear wind shear

and veer. The new physics options can make the differ-

ence between the wind turbines cutting in or remaining

inactive, and the use of the REWS can appreciably affect

waking and power production. To better understand the

implications of our results, we recommend future re-

search that compares RWFP and WFP results with

observational data.

Based on our findings, we conclude that for most

cases, the RWFP does not affect model performance

in a significant manner. The WFP, therefore, is ade-

quate for most wind power forecasting projects. How-

ever, for regions where cold pool mix-out events do

occur with regularity—such as the Columbia River

basin, where over 6GW of wind energy is installed and

where cold pools are commonplace in the cool season

FIG. A1. Hub height wind (80m) speed differences between the RWFP (REWS only) and the WFP in a stable

environment. The plots on the left-hand side depict the wakes seen with theWFP in (a) SR_06 and (c) SR_10. The

right-hand side plots show the differences in waking between the REWS RWFP and the WFP in (b) SR_06 and

(d) SR_10.
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(Whiteman et al. 2001; Wilczak et al. 2018, manuscript

submitted to Bull. Amer. Meteor. Soc.)—the RWFP can

increase the accuracy of wind forecasts. Mountainous

regions tend to see the highest amounts of wind shear, so

the RWFP should have the largest impact in these areas

(Clack et al. 2016). In particular, the final set of results

demonstrate that theRWFPmay be especially useful for

timing the activation of turbines during wind ramp-up

or ramp-down events, which occur on short time scales

(typically less than a few hours). Additionally, certain

low-level jets (LLJs) in very stable boundary layers,

as well as some near-surface inversions, can have wind

shear similar to what we have modeled in the mix-out

simulations. However, the wind speeds in low-level jets

dipping close to the planetary surface are typically weak

and the shear, therefore, is weak as well (Bonner 1968;

Banta et al. 2002, 2007). We advise that further testing

of the RWFP using LLJ observations be conducted to

conclusively establish the impact of these events.
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APPENDIX

Influence of TKE Advection on Results

A second set of simulations was run with TKE

advection turned off, in order to evaluate the new

WFP physics in a modeling environment consistent

with that used in the National Oceanic and Atmo-

spheric Administration (NOAA)’s operational Rapid

Refresh forecast system (Benjamin et al. 2016). The lack

of TKE advection had some significant impacts on the

results.

a. Neutral case

The TKE generation in the neutral stability simula-

tion was stronger than with TKE advection turned off.

The TKE increase within the wind farm reaches a

maximum of 0.4m2 s22—about 7 times greater than a

simulation run without the WFP. It also remains con-

strained within the farm area, instead of being advected

downwind. The TKE spreads directly upward from the

farm to the base of the inversion, slightly perturbing

the boundary layer, as seen in the LES of Allaerts and

Meyers (2018), as well as in F2012. The most prominent

difference between these results and those of F2012 is

the extension of TKE downwind peaking at around

200m above ground and rapidly decaying in the hori-

zontal at higher altitudes. This phenomenon may be

directly attributed to this lack of TKE advection.

b. Stable, linear wind shear case

Although the magnitude of the impacts from the new

WFP physics remains nominal for the linearly stable

simulations, without TKE advection enabled some clear

spatial patterns emerge—primarily in the wake devel-

opment and power production. As wind speeds increase

across the rotor plane, theRWFPmoves fromweakening

the wake to strengthening it (Fig. A1). The greatest in-

stance of wake weakening occurs in the SR_60 and the

SB_60 cases, with a maximum reduction as compared with

the WFP wake of 0.018ms21. With higher wind speeds,

the RWFP wake begins to intensify within the farm and

spread around its flanks downstream. This widening and

fortification likely emerges due to the lateral entrainment

of momentum via horizontal diffusion, which mixes higher

FIG. A2. Percentage differences in average power output between the WFP and the RWFP (REWS only) in a stable environment for

(a) SR_06, (b) SR_08, and (c) SR_10.
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wind speeds into the farm along its north and south edges.

The SR_10 case sees the greatest wake strengthening

with a maximum increase of 0.011ms21.

Power output varies only slightly between the RWFP

and WFP schemes and these variations correspond with

the differences in waking (Fig. A2). Front-row turbines

using the REWS see an increase in their power output

and downstream turbines experience a decrease for all

SR and SB cases. The largest difference in total wind

farm average power output arises at smaller wind speeds.

SB_06 sees a 3.29%, or about 27.6kW, reduction in av-

erage power compared with SF_06. As wind speeds in-

crease, this mean difference becomes positive. Compared

with SB_06, SB_10 sees a 1.25% increase in total aver-

age power. The greatest increase in maximum power

output for a single turbine occurs in SR_10, with a 3.49%

increase over SF_10. The largest reduction in minimum

power output for a single turbine is seen in SB_06, with a

16.27% decrease.

c. Stable, nonlinear wind shear case

Without TKE advection turned on, the cold pool

mix-out simulations highlight two new impacts from

theRWFP physics. First, the REWS and veer-awareness

appear to interact in a nonlinear fashion. When both

options are enabled, their combined influence has a

much greater impact on the wakes and power generated

by the turbines than either option alone. Second, unlike

with the TKE advection-enabled simulations, the REWS

can be stronger than the hub-height wind speed. For wind

speeds near the cut-in value, the REWS-only turbines

can turn on when they remain off for simulations using

the other physics schemes (including REWS and veer-

awareness together), as in MR_80 (Fig. A3).
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